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Abstract

We study the role of migration in changing the cultural map of England and Wales during
the Second Industrial Revolution. In the latter half of the 19th century, Britain underwent a
shift in the spatial pattern of economic activity and significant cultural convergence towards
the culture of London. Using rich microdata on individuals’ names and migration decisions,
we document that this homogenization varied across regions and that heterogeneity
was mediated by migration patterns. To characterize the heterogeneity, we develop and
estimate a quantitative spatial model in which individuals choose migration destinations
and cultural identities driven by both economic and cultural considerations. The model
indicates that industrialization dilutes local cultures in central hubs which attract migrants
but preserves it in peripheral areas by reducing the incentives to out-migrate. Our results
provide an explanation for the persistence of local identities in peripheral regions that
develop economically and revise the prevailing notion in the modernization literature,
which mainly emphasizes the homogenizing effect of labor migration.
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1 introduction

Industrialization had far-reaching consequences, transforming societies from rural and agri-

cultural to urban and industrial. Among these implications were changes in group identities.

Classical scholarship from Karl Marx to Ernest Gellner links the development of industry to

the reconfiguration of individuals’ cultural ties and the emergence of new group loyalties. On

the one hand, industrialization is thought to have promoted the breakup of local and particu-

laristic cultural affiliations (Marx and Engels, 1978) and their consolidation into overarching

identities that led to the formation of modern nations (Gellner, 2006). On the other, uneven

industrial development is also believed to have triggered forces leading to differentiation and

the strengthening of pre-existing cultural differences (Gellner 1964, 166–168; Deutsch 1969,

20–25; Hechter 1977).

Most of this literature emphasizes migration as one of the central mechanisms linking

industrial development and cultural change. The emergence of industrial centers attracted

migrants from agricultural regions both near and far away, who in turn required a common

language and set of cultural norms in order to communicate. An inflow of migrants from

diverse cultures into rapidly industrializing locations favors the adoption of a single identity

to serve as a coordinating device. That identity may ensue from migrants adopting the culture

of the destination (Gellner, 2006, 59), or—as in the case of peripheral industrial hubs in 19th

century France—that of a politically dominant center which acts as a focal point among

people of diverse origins (Weber, 1976, 78). Economic migration can thus both reinforce local

cultures, or promote their disappearance. Seminal theories of industrialization and identity

change recognize a role for migration, but do not draw out its full implications for the cultural

landscape that follows industrial change. When does migration driven by changes in economic

fundamentals favor homogenization and when does it promote cultural retention?

In this paper we attempt to fill this gap. We explore theoretically and empirically the

role of industrialization-induced migration for cultural change in the context of the world’s

first industrializing economy: England and Wales during the second Industrial Revolution.

Between 1851 and 1911, manufacturing growth increased dramatically and the spatial pattern

of industrialization shifted away from Lancashire and textile production to new hubs in the

Northeast and South Wales, where the presence of coalfields attracted metallurgical industries.

We use rich census microdata on households’ migration and cultural choices to study how

the changing geography of industry affected patterns of internal mobility and, through them,

the resulting cultural map. An advantage of studying the industrialization-migration-culture

nexus in the case of Britain, as opposed to other well-known cases of identity transformation

such as France (Weber, 1976), is that Britain did not engage in state-led nation-building
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efforts. There was no conscription and education was administered at the local level. This

case allows us to examine how identity reacts to economic changes in the absence of central

planning.

We begin by documenting the pattern of cultural change in England and Wales between

1851 and 1911 and its connection to changing economic activity. To quantify the landscape of

local cultures on the eve of the second Industrial Revolution, we rely on detailed individual-

level data from the 1851 census. We use surnames of household heads born before 1800

to identify a stable component of local culture. A spectral clustering algorithm applied to

surnames yields nine cultural clusters. These clusters are meaningful representations of local

cultures: they trace the boundaries of identifiable regions, such as East Anglia and the West

Country, and are reflected in rates of migration and intermarriage, which are significantly

higher within clusters than across them.

We then use first names—a faster-moving outcome than surnames—to examine how

identification with each of these local cultures changed between 1851 and 1911. We assign first

names to cultural clusters by computing an empirical index of distinctiveness (Fryer Jr and

Levitt, 2004; Fouka, 2019) and then compare the cultural content of names of people born

1851–1860 to those born 1901–1910. We observe two patterns. First, between 1851 and 1911,

England’s cultural landscape underwent significant homogenization. Entire cultural regions

disappeared from the map and names that increased in popularity were most associated

with the cultural cluster of the Southeast of England, which includes London. Second, there

was considerable spatial heterogeneity in cultural homogenization. Regions geographically

further from London experienced greater assimilation into the Southeastern culture. Within

more peripheral regions, industrial hubs assimilated at a slower rate, but in the interior the

opposite was true.

We next provide descriptive evidence that internal mobility was a crucial link between

industrialization and these heterogeneous patterns of cultural change. During the period

under study migration increased, with out-migration rates from some regions rising up to

15 percentage points. Migration patterns were influenced by industrial development. People

left agricultural areas and moved towards regions with high manufacturing growth. These

migration choices were both affected by culture and in turn influenced cultural choices.

Regions that experienced increases in the rate of out- or in-migration assimilated into the

Southeast cluster at a faster rate. People were more likely to migrate to culturally similar

areas, as indicated by their first names. In turn, parents tended to give children first names

that were characteristic of likely future migration destinations, as predicted by the location

of coal deposits. This indicates that naming choices anticipated migration decisions.

Together, these stylized facts suggest that the relationship between industrialization,
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migration and cultural change varies across contexts and complicate the conventional wisdom

in the modernization literature, according to which labor migration was a purely homogenizing

force. Industrializing areas did indeed experience higher in-migration, a force pushing towards

cultural change and coordination on an overarching identity. At the same time, these locations

experienced lower out-migration, a force in the direction of cultural retention. The resulting

outcome should depend on where industrialization was located. Geographic location relative

to other industrializing centers affects where in-migrants will be drawn from and whether

they will mainly originate from different cultures promoting homogenization or from the

local culture promoting retention. Furthermore, because people have a preference for being

around others of the same culture, whether in-migrants assimilate into the culture of the

destination, or whether those in the destination adopt the culture of the in-migrants will

depend on coordination dynamics.

To systematically describe heterogeneity in the effects of industrialization on culture

and explore the implications of coordination in migration and cultural choice, we build a

theoretical model, which incorporates the stylized facts we document. In the model, agents

choose where to migrate based on economic returns and their preference to be with others of

the same culture. Cultural choices are made by agents’ parents, who have tastes for specific

cultures, but also wish to maximize their offspring’s future expected welfare. The model

yields equilibrium culture-origin-destination migration flows and cultural choices at the origin,

quantities which we observe in census data. Using an instrumental variables strategy based

on the interaction between geographical locations, historical cultures, and coal deposits,

we estimate two theoretical parameters: the “homophily elasticity,” which captures how

migration decisions respond to the number of people from the same culture present in a

destination, and the “culture elasticity,” which captures how the choice of culture responds

to the expected benefits of migration under that culture. Using the estimated elasticities

we can then back out unobserved taste parameters for specific destinations among migrants

and specific cultures among parents. We validate the model by showing that these estimated

parameters correlate strongly with measures of cultural proximity, such as surname similarity

and religious distance. The model also predicts changes in cultural choices due to economic

developments over the 1851–1911 period correlated with observed changes.

We use the model to conduct counterfactual exercises for migration and cultural choices

under different values of economic fundamentals. The model rationalizes the empirical

patterns we observe. If real wages had remained constant in their 1851 level, the prevalence

of the culture of Southeast England in 1911 would be 5% lower. Though the effect on

net is homogenization, there is substantial variation. The model allows us to quantify this

heterogeneity, by examining how cultural choice in each location changes in response to
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changes in the real wage in that location, holding other parameters constant. In peripheral

locations, industrialization promotes cultural retention by reducing the need to out-migrate.

In more central areas, economic opportunity attracts migrants from other districts, leading

to loss of the local culture. Finally, we also ask how economic outcomes would change if

individuals had different cultural preferences over locations. Counterfactual simulations under

different place-specific preferences suggest that culture-specific attachments drive individuals

away from locations that could afford them higher real wages. Complete assimilation into the

culture of the Southeast, by reallocating migrants across space, increases average income by

0.5–1.6%, depending on different estimates of the wage-migration elasticity.

This paper makes four main contributions. First, we demonstrate theoretically and

empirically how internal mobility serves as a link between economic and cultural change. In

so doing, we build on and empirically validate insights in the modernization literature that

connect industrialization to the formation of overarching identities and the process of cultural

convergence. While these theories identify multiple channels mediating this connection, such

as education (Gellner, 1964), cultural diffusion through print media (Anderson, 1983), or the

constructions of infrastructure networks across markets (Weber, 1976), many underscore labor

migration’s unique role.1 We explicitly model this role in a setting in which both migration

and culture are individual choices, made interdependently as people attempt to coordinate

with others. Under these assumptions, we find that migration leads to both homogenization

and retention of cultural difference, depending not only on locations’ economic fundamentals

and local culture, but also those of other locations around them.

Second, we contribute to the literature on the determinants of cultural choice. Much work

across disciplines considers identity and culture to be an individual decision responding to

economic and non-economic incentives (Waters, 1990; Laitin, 1995; Lazear, 1999). We develop

a model in which economic incentives influence cultural choices by affecting where people

migrate, and whether they seek to coordinate on culture with the people already there. The

model combines elements of the framework of Bisin and Verdier (2001), in which parents

choose their offspring’s culture based on expected returns and their own preferences, with

insights from Laitin (1994), who views the choice of culture as a coordination game (see also

Laitin 2007). Our quantitative model allows us to quantify the importance of these economic

and coordination forces.

Third, we apply empirical methods from a growing body of work on quantitative spatial

models to study how industrialization affected cultural homogenization in England in the

1More recent work like Green (2019) and Green (2022) also links industrialization to assimilation into
larger cultures. Similar to our paper, these studies emphasize economic incentives and bottom-up processes of
assimilation rather than state-led nation-building.
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second half of the 19th century. Recent work in urban and international economics has

developed tractable models of economic geography (Allen and Arkolakis, 2014; Redding and

Sturm, 2008). These models can rationalize observed migration and commuting flows, and,

when calibrated to observed data, generate accurate predictions of how changes in trade

costs alter the spatial distribution of economic activity (Redding and Sturm, 2008; Ahlfeldt

et al., 2015). Beyond applying this methodology to the study of cultural change, our analysis

connects to this literature in two ways. Monte, Redding and Rossi-Hansberg (2018) and

Caliendo et al. (2018) show that the spatial structure of the economy generates heterogeneity

in the impact of shocks to labor demand and productivity on employment and output. We

show that the same is true of the relationship between economic growth and cultural choices.

Bryan and Morten (2019) and Morten and Oliveira (2023) study how migration costs affect

economic output by influencing whether workers are allocated to the regions in which they will

be most productive. We show that preferences for cultural sorting also affect the allocation of

workers across regions and thus also influence total output.

Fourth, and more broadly, we contribute to a quantitative literature studying the deter-

minants of cultural convergence across space. Most studies focus on the role of trade and

globalization in influencing cultural diversity (Maystre et al. 2014; Olivier, Thoenig and

Verdier 2008; see also Bisin and Verdier 2014 for a review). We study instead the role of

migration. Related to our setup, Rapoport, Sardoschau and Silve (2020) also examine how

migration contributes to cultural convergence allowing a role for homophily in dictating

migration decisions. Different from that study, we take a structural approach to studying

patterns of cultural homogenization within a country in response to changes in economic

fundamentals.

The rest of the paper proceeds as follows. In Section 2, we describe our data and the

methods we use to quantify early local cultures and measure cultural change in England

and Wales. In Section 3, we present descriptive patterns on industrialization, cultural ho-

mogenization and migration during the second Industrial Revolution. Section 4 introduces

our theoretical model, estimation strategy and results and validation of recovered structural

parameters. In Section 5, we conduct counterfactual exercises to quantify the role of changes

in economic fundamentals for cultural change. Section 6 concludes.

2 data and measurement

This section introduces our data, and the methodologies we use to measure the distribution

of cultures before the Second Industrial Revolution and subsequent cultural change.

Our main data source is the I-CeM full count microdata from the Census of England and
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Wales, 1851–1911 (Schürer and Higgs, 2014). Two features of this data make it especially

useful for our purposes. First, the British census recorded granular information on birthplaces,

which allow us to trace out lifetime migration. Second, we have access to full names in the

1911 census, which we use to measure cultural choices, and the surnames of household heads

in earlier censuses, which we use to cluster locations into cultural groupings.

Our unit of analysis throughout is the registration district, fixed to 1851 boundaries.

Registration districts were administrative units created in the 1830s to register births, deaths

and marriages.2 The advantage of focusing on registration districts is that other social and

economic data from this period, for instance attendance at churches of different religious

denominations, were reported at the district level. We link birthplaces to registration districts

using crosswalk files from Day (2016) and a GIS from Satchell et al. (2016).

2.1 Cultural Clusters Before the Second Industrial Revolution

Our analysis focuses on how the economic changes brought about by the Second Industrial

Revolution influenced the popularity of different cultures. As a prerequisite for analyzing

cultural change, we need an allocation of districts to cultural clusters prior to the developments

we analyze.

Our approach uses information on the surnames of household heads born before 1800,

recorded in the 1851 census. We record the share born in each district with each surname.

This data predates the Second Industrial Revolution. In 1800, the First Industrial Revolution

was underway, but growth was slow—Antràs and Voth (2003) estimate productivity growth

of 0.2% per annum 1770–1800—and confined to specific industries like textiles (Mokyr, 2008).

1800 predates the large scale adoption of steam engines and the invention of railways. The

industries that accounted for growth over the second half of the 19th century—especially steel,

secondary metals industries like steel shipbuilding, and chemicals—did not yet meaningfully

exist.

The logic of examining surnames is that they trace out historic patterns of migration. For

instance Porteous (1982) examines the surname “Mel”—which likely derives from the Danish

word for meal—and finds that it has been concentrated since at least the 16th century in the

North East of England, which experienced large scale Norse settlement in the early middle

ages. Kandt, Cheshire and Longley (2016) find that geographical clusters of surnames in the

UK correspond to geographical clusters estimated using genetic data.

Given a matrix in which each row is a vector of surname shares for a given district, we

2In a few cases a registration district falls into more than one county (the largest administrative unit in
this period). To facilitate the use of county-level data and fixed effects, we split registration districts falling
into multiple counties, so that each unit falls into one county.
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use the spectral clustering algorithm developed by John et al. (2020) to cluster districts. This

algorithm first calculates a kernel similarity matrix between districts and then runs a Gaussian

Mixture Model on the eigenvectors of the kernel matrix. It also uses these eigenvectors to

estimate the optimal number of clusters.

This combination of surname data before the Second Industrial Revolution and a spectral

clustering algorithm generated clusters that correspond to historical regions. For instance the

W region of Figure 1 corresponds with the distinctive “West Country,” and combined with

the S E region traces out the boundaries of the Anglo Saxon Kingdom of Wessex, while the

E region corresponds to East Anglia.

These regional boundaries were also predictive of behavior. The number migrating in

1851 between districts allocated to different clusters was 15% lower, even when comparing

pairs of districts nested within the same pair of counties (Table A-1). Comparing pairs of

individuals resident in the same parish, those born in different clusters were less likely to

be married (Table A-2), even when we control for the higher rate of marriage among those

born in the same district. These validation tests increase our confidence that the estimated

clusters correspond to meaningful cultural groupings. However we do not believe these clusters

represent the only way to divide up England and Wales according to culture, and in Appendix

D we examine alternative cultural clusters and verify that our results are robust to changing

cluster boundaries.

2.2 Measuring Cultural Choices

Much of our analysis focuses on cultural choices, which we proxy using names. In the main

analysis we use data on the naming and migration histories of those born between 1861 and

1895, who would have been adults in 1911. To allocate names to cultural groups, we use

data on the previous generation, those born between 1841 and 1860. Using the frequencies of

names among those born 1841–1860 in different registration districts, and an allocation of

registration districts to a set of cultural clusters, we calculate culture name scores for each

name i and each cluster k:

Culture Name Scorei,k =
P (name = i|culture = k)

P (name = i|culture = k) + P (name = i|culture ̸= k)

where culture in the above expression refers to whether an individual was born in a given

cultural cluster.3 Name scores of this variety have been used widely to study racial identity

(Fryer Jr and Levitt, 2004), immigrant assimilation (Fouka, 2019), and nation-building (Bazzi

et al., 2019).

3We standardize name spellings using Metaphone codes.
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Figure 1: Map of clusters

Clusters from running spectral clustering algorithm on surname frequencies for those born before 1800 present
in the 1851 census

Given name scores calculated from those born between 1841 and 1860 allocated to these

cultural clusters, we calculate origin-by-destination-by-culture migration flows using those

born between 1861 and 1895, which we use for out main analysis. This age bracket corresponds

to adults of working age in the 1911 census. In supplementary analyses at the district level,

we use the popularity of culture-specific names among those born 1851–1860 and 1901–1910.

We also use the census to measure intermarriage between those born in different clusters,

and the growth of manufacturing across regions over time.

3 economic and cultural change in the late 19th century

This section discusses economic and cultural change in England and Wales over the second

half of the 19th century. The spatial patterns of both economic activity and cultural affiliation

changed dramatically over this period. The development of new industries stimulated economic

growth outside the heartland of the First Industrial Revolution. Cultural choices became more

homogeneous, though homogenization proceeded unevenly across space. Migration provides a
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plausible mechanism connecting these two developments. People migrated at higher rates,

especially to the regions that were rapidly industrializing, and made cultural choices in

anticipation of future migration.

In 1851, manufacturing in Britain was dominated by textiles, the staple industry of the

First Industrial Revolution. Over the period 1851–1911, the steel, chemicals, and engineering

and secondary metals industries came to rival the textiles industry. These industries developed

in response to technological developments: the Bessemer Process for making steel (1856), the

Solvay Process for making ammonia (1861), and the replacement of wooden sailing ships

with steel steamships in the 1870s (Crouzet, 1982). Wool manufacturing made up 9% of

manufacturing employment in 1851, but 4% in 1911; machinery manufacturing increased

from 3% to 10% of manufacturing employment.4

The growth of new industries altered the spatial distribution of economic activity. Figure

2 shows the share of employment in manufacturing by registration district in 1851, and

the change in the log number of manufacturing workers between 1851 and 1911. In 1851,

manufacturing was concentrated in Lancashire, the center of the cotton industry. Between

1851 and 1911, rural areas in the Southwest, East Anglia, Wales, and the North declined and

already industrialized parts of Lancashire and the Midlands experienced continued growth.

Growth did not just conform to existing patterns of development. The new steel and metals

industries were located near major coalfields in South Wales and the Northeast. During this

period London and the Southeast experienced rapid growth, in part due to new industries

locating close to investors in the City of London (see also Geary and Stark 2015).

As the Southeast grew economically, its culture grew in popularity. Figure 3 maps

the cluster with the highest average name score among those born in each registration

district in the periods 1851–1860 and 1901–1910. The most notable development is cultural

homogenization. The culture of the Southeast of England increased in popularity relative to

other cultures; entire cultures disappear from the map by the 1900s. Cultural homogenization,

as measured with naming, in the late 19th century coincides with other forms of observed

cultural homogenization. An overview of linguistic change in 19th century England notes

that regional dialects declined in prevalence from the 1870s onwards, and were replaced

by a linguistic standard based on the dialect of the area around London (Görlach, 1999).

The apparent decline of dialects motivated intellectuals, like the novelist Thomas Hardy, to

begin cataloging regional dialects. They linked the death of dialect to migration out of rural

regions. The rapid increase in the Southeast culture is suggestive of a coordination dynamic

of the type studied by Laitin (1994). If there are benefits of adopting the same culture as

one’s neighbor, we might expect people across regions to coordinate on one culture. It is also

4These figures were calculated from I-CeM census data (Schürer and Higgs, 2014).
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Figure 2: Industrialization in 1851, and growth over the 1851–1911 period

The map on the left shows the share of the population employed in manufacturing, the secondary sector, in
1851. The map on the right shows the change in the log number employed in the secondary sector between
1851 and 1911.

similar to the adoption of Paris French in industrializing regions of France that saw diverse

in-migration from a other regions (Weber, 1976).

Figure 4 shows average name scores for home cultures and for the Southeast culture,

among children born in different clusters present in the 1911 census, and presents a similar

pattern to Figure 3. The average name score for all cultures except the Southeast declined,

and in each cluster average name scores for the Southeast increased. The regions that do not

appear to have been absorbed into the Southeast in Figure 3 did also experience large increases

in name scores for the Southeast, but from a lower base. While we are wary of interpreting

these changes in naming patterns as being entirely due to cultural homogenization, we do

observe a similar pattern in rates of inter-cluster marriage. The left panel of Figure 5 shows

the share of married people born in a given cluster in a given year of the census married to

people born in the same cluster. Rates of intermarriage increased for all clusters, but much

less for the Southeast than for other cultures.

Homogenization into the Southeast culture was heterogeneous. In both relative and

10



Figure 3: Changing spatial distribution of culture-specific names

Figure 4: Decrease in average name scores for clusters other than Southeast England, increase
in name scores for Southeast England in all regions

Left panel shows the average name score for the home cluster among those present in the 1911 census born in
a given cluster in a given year; right panel shows average name scores for the Southeast England cluster

absolute terms, peripheral districts, for instance those in the Northeast and Wales, experienced

larger declines in name scores for their home cultures, and increases in average name scores for
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Figure 5: Increasing marriage outside the cluster and migration

Left panel shows the share of married individuals born in each cluster married to someone born in the same
cluster; right panel shows the share born in a given cluster resident outside the cluster

the Southeast culture (Figure 4). Figure 6 shows the spatial distribution of the change in the

log share allocated names most associated with the Southeast culture, between the 1851–1860

and 1901–1910 cohorts. Locations further from London experienced larger relative increases in

the popularity of the Southeast culture. In general, rural areas, especially in Wales, experienced

the largest relative increases. Within regions, the relationship between industrialization and

assimilation into the Southeast varied. The South Wales coalfield assimilated at a slightly

slower rate than more rural parts of Wales (Figure A-1 provides a map of districts containing

coal deposits). In contrast, industrial parts of Lancashire experienced some of the strongest

assimilation into the Southeast.

3.1 Migration Linkages Between Industrialization and Cultural Change

These spatial patterns are consistent with changing patterns of migration driving cultural

homogenization. If people migrate in part for economic reasons, and in part to be with people

of the same culture, and choose culture anticipating future migration, then industrialization,

by changing where people migrate, can influence cultural choices. The growing appeal of the

Southeast for migrants should thus increase the popularity of the Southeast culture. Declining

costs of migration should have the largest effects in places on the periphery that previously

had low rates of migration to the Southeast and to other interior regions that were culturally

similar to the Southeast. Local industrialization provides an alternative to out-migration,

which may reduce assimilation into the Southeast. However, it may also attract in-migrants,

who may bring other cultures with them. On the periphery, it is likely that reductions to

out-migration dominate increases in in-migration and serve to preserve local culture, while

in locations closer to the interior, in-migration responses to local growth are stronger than
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Figure 6: Uneven assimilation into the Southeast

out-migration responses.

Migration increased over this period, making it more plausible that migration linked

economic and cultural change. The right panel of Figure 5 shows rates of out-migration from

different clusters. The overall level of migration increased, and the regions from which people

migrated changed. The increase in the level of migration implies that the cost of migrating

decreased. Even growing regions like South Wales experienced higher rates of out-migration.

People were less likely to migrate from, and more likely to migrate to, industrializing regions.

The most conspicuous increases in migration were from regions like North Wales, the West

Country (W) and East Anglia (E) that did not meaningfully industrialize. While decreasing

costs increased the level of migration, the changing pattern of industrialization created

incentives for people to migrate to a different set of regions. In Appendix B, we use a gravity

model to separate the contributions to increased migration of changes to the pull of particular

destinations and to migration costs. While both contributed to the increase, the contribution

of reduced migration costs was larger.

Migration and cultural change were not just coterminous but inter-related. Table 1 shows
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∆ ln share S E culture ∆ out-mig. ∆ in-mig.

(1) (2) (3) (4) (5)

∆ ln out-migrants / pop 0.128
(0.050)

∆ ln in-migrants / pop 0.066
(0.018)

∆ ln Mf workers 0.062 −0.132 0.331
(0.024) (0.034) (0.085)

N 810 809 809 816 815
R2 0.029 0.062 0.048 0.060 0.065

This table presents the results of district-level regressions linking cultural change, migration and industrialization.
In models (1)–(3), the dependent variable is the change in the log share assigned names most associated with
the Southeast cluster, between the cohort born 1851–1860 and that born 1901–1910, in (4) the change in the
log number of people over 16 born in the district living outside the cluster, divided by the number born in the
district, between 1851 and 1901, in (5) the change in the log number over 16 born outside the cluster living
in the district, divided by the number born in the district. The independent variable in (1) is the dependent
variable in (4). In (2), the dependent variable in (5). In (3)–(5), the change in the log number of manufacturing
workers, between 1851 and 1901. In (1)–(3) observations are weighted by the number allocated namescores in the
1851–1860 cohort, in (4) and (5) by 1851 population. Robust standard errors in parentheses.

Table 1: Relationship between migration, industrialization, and the rise of the Southeast
culture

the results of regressions of the change in the log share given names most associated with

the culture of the Southeast of England between the 1851–1860 cohorts and the 1901–1910

cohorts—the variable mapped in Figure 6—against changes in out-migration, in-migration

and industrialization over the same period. Increases in both out-migration and in-migration

are associated with increases in the popularity of the Southeast culture. Table A-3 shows

that in- and out-migration was associated with declines in the home culture.

Industrialization is not robustly correlated with cultural change.5 This null result makes

sense because industrialization both encourages in-migration and discourages out-migration,

as shown in models (4) and (5). Whether local industrialization increases or decreases the

appeal of a particular culture will depend on geographic factors that condition which of these

effects dominate. We return to this question in Section 5.

People were more likely to migrate to locations that were culturally-similar to them. The

first two columns of Table 2 show the results of regressions in which the dependent variable is

the share of people with a given name born in a given district migrating to a district allocated

to a given cluster, and the independent variable is their name score for that cluster. A name

more associated with a particular culture is strongly predictive of migration to that cluster,

5Though in Table 1 model (3) the association is statistically significant, this relationship is sensitive to
specification choices.
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even in specifications which adjust for the propensity of people born in a given district to

migrate to a given cluster, and thus compare individuals to others born in the same district

with less culturally-aligned names.

It was not just that cultural choices were predictive of migration; migration opportunities

influenced cultural choices. Columns (3)–(5) examine the relationship between the log share

migrating from a given district to districts allocated to particular clusters and the log share in

that district given names most associated with that culture. Both variables are measured using

those born in a given district between 1861 and 1895. A natural concern, especially given the

results in columns (1) and (2), is simultaneity. (5) therefore instruments for district-by-culture

migration flows using migration flows predicted by coal deposits in a gravity model. We

first regress origin-by-destination log migration flows against origin and destination fixed

effects, log distance and in indicator that the origin and destination are the same. Following

best practices in economic geography we estimate the model by Poisson pseudo-maximum

likelihood (Silva and Tenreyro, 2006; Fally, 2015). We then predict the destination fixed

effects with the presence of coal, and use these predicted fixed effects and the estimated

distance elasticity to calculate the predicted log share migrating from each district to districts

allocated to each cluster. We also recenter this instrument following Borusyak and Hull (2020).

To correct for the fact that districts closer to districts associated with a particular cluster will

be predicted more migration to that cluster due to proximity, not the pull of coal, we permute

the vector of coal allocations 1,000 times, and on each permutation calculate predicted log

migration shares to each cluster from each district. We then subtract the average of these

permuted instruments from our instrument, and add district and cluster fixed effects. These

adjustments make the exclusion restriction more plausible, as we just identify off heterogeneity

in where coal deposits attracted migrants. In both the OLS and TSLS specifications, we

find a strong positive relationship between migrants from a location to a cluster and the

prevalence of names associated with that cluster. A 1% increase in migrants to a cluster is

associated with around a 0.15% increase in the share given names most associated with the

cluster.

These results suggest that industrialization influences migration, and that cultural and

migration choices influence one another. If people make cultural choices anticipating where

they will migrate, and who else will migrate there, then how a given change in fundamentals

affects cultural choices will depend on how these coordination forces play out in equilibrium

across locations. Because all these choices are interdependent, if we want to understand the

contribution of a given change on observed outcomes we need a methodology that can account

for general equilibrium effects.

Not only will a given change in economic fundamentals in one location have rich and
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ln share migrating ln share names

(1) (2) (3) (4) (5)

name score 2.323 0.716
(0.122) (0.034)

recentered coal-predicted
ln share migrating 2.586

(0.419)
ln share migrating 0.122 0.147

(0.003) (0.021)

Name x district FE x x
District FE x x x
Cluster FE x x x x
Cluster x district FE x
Model OLS OLS First Stage OLS TSLS
First stage F-stat 38.1
N 840394 840394 7272 7272 7272
R2 0.521 0.934 0.571 0.965 0.964

This table presents evidence of the relationship between cultural naming choices and migration. Models (1)
and (2) are estimated at the name-district-cultural cluster level: the dependent variable is the log share of
people with a given name born in a given district migrating to a district in a given cultural cluster. The
independent variable is the name score for that name for the destination cultural cluster. Both models include
fixed effects for the name-district of birth combination, (1) includes fixed effects for the destination cluster,
(2) interacts these with the district of birth. (1) and (2) are weighted by the number of people with each
name born in each district. Models (3)–(5) are estimated at the district-cultural cluster level. In (4) and
(5) the dependent variable is the log share given names most associated with the cultural cluster, and the
independent variable is the log share of individuals migrating from the district to that cluster. In (5) this
is instrumented for with the log share of migrants predicted by the location of coal deposits in a gravity
model, recentered following Borusyak and Hull (2023). We permute the vector of coal deposits across district,
calculate predicted log share of migrants under each permutation, and substract the mean of this from the
instrument. (3) shows the first stage. (3)–(5) all include district and cluster fixed effects, and are weighted by
the number of individuals with name scores born in each district. Standard errors clustered by district in
parentheses.

Table 2: Relationship between migration and naming patterns
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varied effects across other locations; different locations will likely respond differently to a

shock of the same magnitude. Whether local economic growth preserves the local culture

by deterring out-migration, or undermines it by encouraging in-migration, will depend on

the spatial structure of culture and the economy. We would expect the relationship between

industrialization and cultural change to be heterogeneous across regions, which warrants

a methodology that allows us to quantify heterogeneity. The remainder of the paper sets

out a structural model that accounts for general equilibrium effects and helps us analyze

heterogeneity across regions.

4 model

This section sets out the theoretical model, and the strategy we use to estimate the key

parameters from our data. In the model, agents, who are distinguished by their location

of origin and culture, migrate to locations. They choose locations in part due to economic

incentives, and in part due to a preference to reside with others of the same culture. While we

assume, and indeed find, that this preference is positive, our model is relatively general and

treats the direction and magnitude of that preference as quantities to be estimated. Agents

also have culture- and individual-level idiosyncratic preferences for specific locations. Their

parents choose to assign them to one culture, not knowing fully what these individual-level

preferences will be. Parents care about the expected welfare of their child under different

cultures, but also have their own preferences for specific cultures.

The model generates closed form expressions for culture-origin-destination migration flows

and cultural choices at the origin. If we know the values of two elasticities—the elasticity of

the culture-specific migration appeal of a place to the number of people of the same culture

there, and the elasticity of cultural choices to the expected benefits of migration under that

culture—we can back out the various taste parameters. We use an instrumental variables

strategy based on the interaction between geographical locations, historical cultures, and coal

deposits, to estimate the elasticities. We find that our estimated taste parameters correspond

to other measures of cultural proximity.

We treat the observed cultural choices and migration flows as one equilibrium of the

model under the observed economic fundamentals. Once we have estimates of the model’s

theoretical parameters, we can solve the model for counterfactual equilibria under different

fundamentals. Doing so allows us to quantify how a change in fundamentals affects outcomes,

both in the aggregate and across regions.
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4.1 Setup

There are N regions, and K cultures. We will use subscripts d (for destination), o (for origin),

and j to index regions, and superscripts k and l to index cultures. There are two sets of

agents: people who are born, assigned culture, and migrate, and their parents, who choose

which culture to assign them. When choosing where to migrate, the utility person i of culture

k born in location o receives from migrating to destination d is

ukodi = vdδod
(
mk
d

)α
θ ξkdεdi

vd is the real wage in d, an attribute of the location that is experienced equally by members

of all cultures.6 δod is a distance-related inverse cost of migrating from o to d, and captures

the idea, illustrated by gravity models of migration, that people face larger costs of migrating

further. mk
d is the number of people who end up in d drawn from culture k, and α is the

“homophily elasticity,” the elasticity of migration choices to the population of the same culture.

If α is positive, people have a preference for locating in places with more people of the same

culture as them. ξkd is a preference shock unobserved by the econometrician, but known to

the agents, for location d for all members of culture k. This variable represents unmodeled

preferences for certain places by members of certain cultures, distinct from the benefit of

being with other members of the same culture. One such preference would be a desire to live

in an ancestral homeland. εdi is a preference shock drawn iid from a Fréchet distribution with

shape θ over individual-by-destination pairs. This preference shock accounts for individual

heterogeneity in migration decisions.7

Each agent migrates to the place that gives her the greatest utility, inclusive of her

preference shock. It follows from the properties of the Fréchet distribution (McFadden, 1974;

Hsieh et al., 2019; Bryan and Morten, 2019), that the number of members of culture k in o

migrating to d is given by

mk
od =

(
vdδodξ

k
d

)θ (
mk
d

)α∑N
j=1

(
vjδojξkj

)θ (
mk
j

)αnko (1)

Where nko is the number of people originating in o with culture k. It also follows from the

6While we do not explicitly model the economy, one can think of vd as capturing factors like productivity
and resource endowments that influence output per worker. This functional form could emerge if in each
location a homogeneous and freely-traded numeraire good is produced using labor under perfect competition
and constant returns to scale, with productivity vd.

7The θ parameter governs the responsiveness of migration decisions to the varying utilities of different
destinations. Our empirical strategy does not separately identify θ, but we do not need to do so to estimate
counterfactuals.
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properties of the Fréchet distribution that expected utility—prior to the realization of the εdi

shock—for members of culture k in o, is

(
N∑
j=1

(
vjδojξ

k
j

)θ (
mk
j

)α) 1
θ

Γ

(
θ − 1

θ

)

where Γ(·) is the Gamma function. Ignoring the Γ constant, we define the variable Ωk
o :

Ωk
o =

N∑
j=1

(
vjδojξ

k
j

)θ (
mk
j

)α
(2)

An agent’s parents choose to assign her to one of K cultures not knowing her vector of

εdi shocks. They make this cultural decision trading off the benefits of migration and cultural

homogeneity against a place-specific attachment to different cultures. This assumption is

similar to, but simpler than, the “imperfect empathy” of Bisin and Verdier (2001). Instead of

parents evaluating their children’s choices with their own utility function, they simply have

preferences over their children’s cultural choices that depend partly on the children’s welfare

and partly on the parent’s tastes. More formally, the utility the parent of agent i in o receives

from choosing culture k is

ūjo =
(
Ωk
o

) 1
θ
(
ψko
) 1

φθ ιki

where ψko is a place-specific bias for a given culture, and ιki is another individual-by-culture

Fréchet shock, with shape φθ. It follows again from the properties of the Fréchet distribution

that the share choosing culture k in o is

σko =

(
Ωk
o

)φ
ψko∑K

l=1 (Ω
l
o)
φ ψlo

(3)

φ is the “culture elasticity,” the parameter that determines how responsive cultural choices

are to migration opportunities. A larger value of φ implies that the distribution of ιki is less

dispersed, meaning that differences in individual ιki shocks for different cultures will be small

in relation to Ωko , and consequently choices will largely depend upon Ωko . As φ tends towards

infinity, we would expect all parents in a given location to choose the same culture for their

children.

4.2 Equilibrium

An equilibrium in our model is a vector of culture-by-origin choices and culture-by-origin-by-

destination migration flows such that Equations (1) and (3) are satisfied. This assumption
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implies rational expectations on the part of parents: they correctly anticipate the cultural

choices of all other parents and the migration opportunities of their children.

Results from Allen, Arkolakis and Li (2020) imply that the equilibrium exists, is unique,

and can be computed through an iterative algorithm if α
1−α max (2φ− 1, 1) < 1. We present

these results in Appendix C. The intuition for this uniqueness result is that if individual

culture and migration choices are very responsive to the actions of others—that is, if α and

φ are both large—the model becomes a pure coordination game as in the tipping games

modeled by Laitin (1994). For lower values of α and φ, heterogeneity in the idiosyncratic

preferences of parents for cultures, represented by the Fréchet shocks, acts as a brake on

these coordination forces.

4.3 Estimating Equations

Using data on culture-specific migration flows, we can estimate this pair of elasticities, and

recover the structural variables, in stages.

Taking logarithms of (1) gives

lnmk
od = ln

(
vθd
(
ξkd
)θ (

mk
d

)α)︸ ︷︷ ︸
Destination-culture FE

+ θ ln δod︸ ︷︷ ︸
ln distance

+ ln
(
nko/Ω

k
o

)︸ ︷︷ ︸
Origin-culture FE

Parameterizing migration costs as a log-linear function of geographic distance and an indicator

that the origin equals the destination, δθod = distanceβ1od exp
(
β21{o=d}

)
, we can estimate the

following model by Poisson pseudo-maximum likelihood at the culture-origin-destination level

lnmk
od = γkd + β1 ln distanceod + β21{o=d} + γko + εkod

The error term εkod here represents unobserved shocks to origin-by-destination migration costs.

We assume these are transitory and do not affect choices of culture. The destination-by-culture

fixed effect γkd captures pull factors common to all cultures (vθd), and factors specific to each

culture (
(
mk
d

)α (
ξkd
)θ
). We can then regress the destination-by-culture fixed effects against

the log of culture-specific migration flows to estimate α and vθd:

γkd = α lnmk
d + γd + θ ln ξkd (4)

The fixed effect γd captures θ ln vd. The error term θ ln ξkd represents unobservable factors

that influence culture-specific migration decisions.

Given estimates for δθod and the
(
vdξ

k
d

)θ (
mk
d

)α
bundle, we can calculate Ωk

o according to

equation (2).
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Taking logarithms of equation (3) gives the following regression equation:

lnσko = φ lnΩk
o − ln

(
K∑
l=1

(
Ωl
o

)φ
ψlo

)
︸ ︷︷ ︸

place FE

+ lnψko (5)

This equation implies that regressing the log of the share choosing a given culture in a given

location (σko ) against the log of Ωko , calculated for that culture in that location, and a location

fixed effect will provide estimates of φ and ψko .

4.4 Instrumental Variables Strategies

4.4.1 α equation

Two endogeneity problems complicate estimating Equation (4). First, culture-specific mi-

gration shocks ξkd cause in-migration and so increase mk
d, so the two should be positively

correlated. Second, ξkd influences people’s choices of culture, and may also be correlated with

ψkd , so the stock of migrants of culture k originating near d should be correlated with ξkd .

We require the following to construct a valid instrument for mk
d. First, the presence of coal

deposits must be correlated with θ ln vd and not with ξkd . The substantive assumption is that

the presence of coal influences in-migration through economic incentives which apply equally

to all cultures. Second, the culture that we allocate district d to based on surnames before

1800 must be correlated with ψkd . We do not need to require that ψkd and ξkd are uncorrelated,

or that a location’s surname cluster allocation is uncorrelated with its values of ξkd .

We construct the instrument as follows. First, we aggregate migration data at the

origin-destination level, ignoring clusters, and regress log migration flows against origin and

destination fixed effects, log distance, and an indicator for the origin being the same as the

destination. This gravity regression gives an alternative set of migration cost coefficients and

destination fixed effects. We generate predicted destination fixed effects by regressing the

estimated destination fixed effects against an indicator for coal presence. We then use the

coal-predicted destination fixed effects, population, and migration cost coefficients to predict

migration flows. We assign these migration flows to cultures based on the cultural clusters to

which we allocate the origin district based on surnames before 1800. The prediction for mk
d is

therefore the sum of predicted migration flows to d from districts allocated to culture k. This

instrument uses variation in the cultural mix across locations due to geography, and does

not take into account culture-specific pull and push factors. We then estimate the following
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equations by two-stage least squares:

lnmk
d = β ln coal-predicted mk

d + γd + γkk(d) + ekd

γkd = α ln m̂k
d + γd + γkk(d) + θ ln ξkd

where γkk(d) is a fixed effect for the surname culture cluster d is located in interacted with

the culture in question k. The γkk(d) fixed effects are important as we might worry that which

surname cluster a district is in is correlated with unobservable culture-specific tastes for

migrating into that district.

Given an estimate of α, we can then regress γkd − α lnmk
d against destination fixed effects

to recover vθd (the exponential of the destination fixed effect) and
(
ξkd
)θ

(the exponential of

the residual).

4.4.2 φ equation

The main source of endogeneity in equation (5) is that ψko increases σko which increases mk
o

because most people migrate to places close by, which increases Ωk
o . In words, an exogenous

preference for a choosing a given culture in a given location—the error term in equation

(5)—causes there to be more people of that culture resident in proximate locations, which

influences the migration benefits of belonging to that culture—the independent variable. A

secondary source of endogeneity is that place-specific preferences for a given culture ψko may

be correlated with culture-specific preferences for a given place ξko , which also features in the

independent variable Ωk
o .

As byproducts of estimating α, we have estimates of distance-related migration costs δθod
and destination-utilities predicted by coal. We use these to construct an instrument for Ωk

o :

coal-predicted Ωk
o =

N∑
d=1

v̂θdδ
θ
od1{historic culture(d)=k}

where v̂θd is the exponential of the coal-predicted destination utility, and the indicator function

on the right takes a value of 1 if the district d is allocated to cluster k based on surnames

before 1800.

Again following Borusyak and Hull (2020) we recenter the instrument by permuting the

vector of coal deposits 1,000 times, calculating Ωk
o on each permutation using the permuted

coal deposits, and subtracting the average lnΩk
o over all permutations from our instrument.
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We then estimate φ by two-stage least squares as follows:

lnΩk
o = β recentered ln coal-predicted Ωk

o + γo + γkk(o) + eko

lnσkd = φ ln Ω̂k
o + γo + γkk(o) + lnψko

We use our estimate of φ and observed σkd and Ωk
o to back out ψko

4.5 Estimation and Inference

Our estimation routine proceeds in multiple stages. First, we must allocate individuals to

cultures based on name scores. Doing so requires that we calculate name scores, which we

do using the names of individuals born 1841–1860. Then we aggregate origin-by-destination-

by-culture migration flows using individuals born between 1861 and 1895. We use these

migration flows to estimate destination-by-culture fixed effects and migration costs, calculate

Ωk
o , and construct the instruments necessary to estimate α and φ.

Because the estimation of each parameter uses outputs from other estimations, conventional

standard errors will be incorrect. We therefore use a fractional random-weight bootstrap

clustered at the district level. On each bootstrap iteration we draw a set of weights for

locations, which we use to calculate name scores and estimate the three regressions. We use

the distribution of parameter estimates over these iterations to construct confidence intervals.

4.6 Estimates

Table 3 shows the results of these estimation routines for α and φ. The two-stage least squares

estimates imply α = 0.26 and φ = 1.49, which give an Allen, Arkolakis and Li (2020) bound

of α(2φ−1)
1−α = 0.69, which is less than one and so implies that the equilibrium is unique. Given

that the bias from endogeneity on the OLS coefficients should be positive, it is encouraging

that the TSLS coefficients are smaller than the OLS coefficients. The F-stat for the instrument

for lnΩk
o is 8.7, which is slightly weak by conventional standards. The Anderson-Rubin test,

which is robust to weak instruments, indicates that we can reject the null of φ = 0 at the 5%

level.

4.7 Validating the Model’s Estimates of Taste and Economic Parameters

The model produces estimates of the attractiveness to migrants of each location (vθd), and of

factors that made locations attractive to migrants of specific cultures (ξkd), and that made

parents more likely to choose specific cultures in a given location (ψko ). In this section we
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lnmk
d γkd lnΩk

o lnσko

(1) (2) (3) (4) (5) (6)

coal-predicted lnmk
d 0.107
[0.080; 0.126]

lnmk
d [α] 0.719 0.260

[0.633; 0.766][0.077; 0.487]
Recentered coal-
predicted lnΩk

o 0.264
[0.096; 0.438]

lnΩk
o [φ] 1.597 1.487

[1.274; 1.805][0.472; 2.650]

Model First stage OLS TSLS First stage OLS TSLS
First stage F-stat 80.406 8.694
AR p-value 0.02 0.016
N 7418 7418 7418 7401 7401 7401
R2 0.989 0.996 0.994 0.998 0.986 0.986

This table shows OLS and TSLS estimates of α and φ. All models are estimated at the district-by-culture level, weighted by the number
of observations in the district. Models (1) and (4) show the first stage, (2) and (5) the OLS and (3) and (6) the TSLS. In models (2) and
(3) the dependent variable is the destination-by-culture fixed effect from an origin-by-destination-by-culture gravity model, in (5) and (6)
it is the log share of people born in the district assigned to the culture. All models include fixed effects for the district and the culture
interacted with the historic culture of the district. Bootstrap percentile 95% confidence intervals clustered by district in brackets.

Table 3: Estimates of model elasticities
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check whether these estimates correlate with variables not included in the model that should

be associated with these economic and taste parameters.

We would expect ξkd and ψko to be correlated with cultural proximity. Beyond having more

people of the same culture, a location may be more attractive to people of culture k if it

has amenities specific to that culture, like the same type of church, or if its residents were

historically more culturally similar. Similarly, people in a location may be more likely to

assimilate into a particular culture if it is relatively similar to the culture of their ancestors. In

Figures 7 and 8 we examine the relationship between these district-by-culture taste parameters

and the average religious distance and surname similarity of the district to districts assigned

to the culture in question. For religious distance, we take the share of worshippers in each

denomination in each district in the 1851 Census of Religious Worship (Southall and Ell,

2022), and calculate Euclidean distance between each district’s vector of shares. For surname

similarity, we use the kernel similarity metric used by our clustering algorithm applied to

the surnames of those born before 1800 in the 1851 census. We take the average distance

or similarity between each district and all districts allocated to a particular culture by our

clustering algorithm. Both cultural choice preferences (ψkd) and migration preferences (ξkd)

are strongly correlated with cultural proximity. Figures 7 and 8 present binned scatterplots

that residualize out cluster and district fixed effects.

Figure 7: Binned scatterplots of ψ, ξ and the average similarity of surnames in a district to
those in a given cluster in 1800

The parameter vθd captures factors common to a location that induce migration. During

the period we study, Britain was an industrializing economy. We would expect that locations

experiencing structural transformation out of agriculture and into manufacturing would attract

migrants. Figure 9 shows binned scatterplots of the relationship between the log shares in

agriculture and manufacturing, and the log of migration incentives, θ ln vd. There is a strong

25



Figure 8: Binned scatterplots of ψ, ξ and the average Euclidean distance of religious denomi-
nation shares in a district to those in a given cluster in 1851

positive, though nonlinear, relationship between manufacturing and migration incentives, and

a negative association between the share in agriculture and migration incentives.

Figure 9: Binned scatterplots of log shares of employment in agriculture and manufacturing
and ln vθd

4.8 Validating the Model’s Predictions of Cultural Change in Response to Economic Change

A counterfactual simulation in which we solve the model for 1851 economic parameters

provides an additional way to test the model. Because we observe in 1911 people born

between 1841 and 1860 in addition to the 1861–1895 generation that we use for our main

analysis, we can examine how the changes in cultural choices between a counterfactual

estimated using 1851 parameters and the observed values for the 1861–1895 cohort correlate

with the difference between the cultural choices of the 1841–1860 and 1861–1895 cohorts.
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These two differences should be positively correlated: the choices of the 1841–1860 generation

were influenced by the distribution of economic activity around 1851. This correlation is

however a strong test. We would not necessarily expect non-economic cultural preferences

(ξkd and ψko ) to be stable over long periods. The large changes in the popularity of names

associated with particular clusters are likely in part due to features of the data, and not due

to the kind of cultural choices our model is designed to capture (for instance, while we do

observe patterns in intermarriage that mirror those in names, the magnitude of the changes

are considerably smaller). Note that this test is considerably stronger than, for instance,

checking whether cultural choices for the 1841–1860 cohort correlate with those in the 1851

counterfactual, as we would expect both to be strongly correlated with cultural choices in

the 1861–1895 cohort.

Economic fundamentals enter the model through three sets of exogenous variables. First,

the “real wage” in different locations, vθd, that influences migration decisions, directly cor-

responds to industrialization (Figure 9). Economic growth in parts of the country should

increase the incentive for people to migrate there. Second, spatially-uneven economic growth

also leads to spatially-uneven population, which alters the starting population in different

locations. Third, the costs of migration change over time.

As a first step towards quantifying the effects of economic change on cultural choices, we

estimate the economic components of the model using data on district-to-district lifetime

migration from the 1851 Census. We do not have data on naming, and so cannot analyze

cultural choice in the same way we can using the 1911 data. We estimate migration pulls

and costs using a gravity regression: we regress migration flows against log distance and an

indicator that the origin district is the same as the destination district, with fixed effects

for the origin and destination. Note that this method differs from how we estimate these

parameters in the 1911 data as we lack data on names and thus on cultural groupings. We

calculate migration pulls as the exponential of the destination fixed effects, raised to the

power of 0.74. We rescale by that scalar because in a regression of θ ln vd, estimated using

the 1911 data, against the destination fixed effects from a gravity regression fit using only

origin-destination flows in the 1911 data, the coefficient on the destination fixed effects is

0.74 (the R2 is 0.98). This rescaling accounts for the fact that the model estimated without

cultural groupings ignores that the attractiveness of a destination in our model increases

with the number of members of a given culture living there. We calculate migration costs

using the coefficients from the gravity regression. We also use the starting populations of

migrants in 1851 to provide an estimate of starting populations.

Table 4 shows the results of regressions at the district-cluster level of the change in log σ

between the two cohorts against the difference in log σ between the 1861–1895 cohort and a
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lnσ1861−1895 − lnσ1841−1860

(1) (2) (3) (4)

lnσ1861−1895 − lnσ1851 counterfactual 0.284 0.209 0.225 0.125
(0.039) (0.041) (0.030) (0.028)

District FE x x
Cluster FE x x
N 7345 7345 7345 7345
R2 0.013 0.077 0.526 0.590

This table shows OLS estimates at the district-by-cluster level. The independent variable is the
change in the log share choosing each culture between the counterfactual estimated using 1851
destination utilities vθd, starting populations, and migration costs and the observed value for those
born 1861–1895. The dependent variable is the change between the observed value for those born
1841–1860 and those born 1861–1895. Model (2) adds district fixed effects, (3) adds cluster fixed
effects, (4) adds both. Standard errors clustered by district in parentheses.

Table 4: Relationship between change in log σ relative to 1851 counterfactual and relative to
1841–1860 cohort

counterfactual simulation using 1851 values of real wages, migration costs, and populations.

There is a strong positive correlation between the two, that is robust to the addition of

district and cluster fixed effects. The latter is important, as it indicates that the model

successfully predicts more subtle within-cluster variation, rather than just predicting which

clusters experienced increases in popularity. Figure A-2 compares the spatial distribution of

the percentage change in the share choosing the Southeast English cluster. While clearly not

perfect, the model reproduces the broad spatial pattern of the observed change.

5 counterfactuals

Given estimates of the structural parameters, we can solve for equilibrium cultural choices

and migration flows under counterfactual scenarios. Doing so quantifies the effects of different

changes to economic fundamentals on culture, taking into account general equilibrium effects.

These simulations hold cultural preference terms, ξkd and ψko constant. They thus provide

estimates that isolate the mechanisms highlighted by the model from other cultural changes.

Before discussing the counterfactuals in detail, we note several features. Our estimates

indicate that economic changes contributed to the weakening of regional cultures and the

growth of the Southeast culture. This average result masks considerable heterogeneity across

regions. Places that did not industrialize, but were close to places with distinct cultures that

did industrialize, tended to lose their local culture. Places on the periphery that industrialized

tended to retain their local culture. Changes to both the location of industry and migration
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costs contributed to the rise of the Southeast culture. We then use the model to estimate

location-specific cultural responses to economic shocks, and find that economic development

bolsters local culture on the periphery. Last, we flip the question and examine how total

assimilation into one culture affects economic outcomes. Total assimilation into the Southeast

culture would have increased economic output by diverting population to regions with higher

wages.

5.1 Estimates of the Effects of Economic Change on Culture

We begin our counterfactual analysis with the aggregate effects of economic changes between

1851 and 1911 on the popularity of different cultures. Table 5 shows the changes in different

quantities under counterfactual scenarios relative to the observed outcome. In the first three

simulations we separately replace the migration attraction of all locations, starting populations,

and migration costs, with their 1851 analogues. In the fourth we use 1851 estimates for all

three variables. Altering starting populations should mechanically shift many of the variables:

growing the population in locations with a strong taste for culture k should increase the

number of people assigned to k. We therefore examine both the raw percentage changes in

the number choosing different cultures and migrating, and a percentage change that fixes the

starting populations at their 1911 values, and so just captures changes due to differences in

choices of cultures.

Economic change increased the popularity of the Southeast cluster and decreased the

popularity of regional cultures. Replacing 1911 values with their 1851 analogues decreased

the popularity of the Southeast culture by 5%, and increased the popularity of home cultures

by 1%. The rise of the Southeast is attributable to changes in real wages across locations;

falling migration costs account for the decline of regional cultures. Replacing 1911 real wages

with 1851 values results in a 1% decrease in the share choosing their home culture, and a

5% decrease in the share choosing the Southeast English culture. This pattern of results,

which suggests that industrialization over the course of the 19th century increased both

regionally-particular cultures and the hegemonic culture, is mirrored in the results from

changing starting populations. These two effects appear contradictory, as we would expect

the rise of the Southeast to come at the expense of regional cultures. Examining the spatial

distribution of counterfactual cultural changes (Figure 11) reveals that reductions to the

home culture in the counterfactuals are driven by the Southeast and middle of England,

and by parts of South Wales and the Northeast of England that industrialized during this

period. In both simulations, the Herfindahl-Hirschman Index of cultural shares decreases

relative to the observed value in 1911, suggesting that economic change led to more local

concentration in cultural choices, which is consistent with the growing size of the Southeast
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Table 5: Counterfactual estimates

Home culture pop. S E Culture pop. σ HHI Share migrant

Counterfactual %∆ fixing pop. %∆ fixing pop. %∆ %∆ fixing pop.

1851 vθd -1.342 -1.342 -4.764 -4.764 -1.657 -3.625 -3.625
1851 starting populations -5.719 -0.671 -9.730 -0.682 -0.502 3.546 0.067
1851 migration costs 2.688 2.688 -0.812 -0.812 1.542 -25.263 -25.263
All three -1.961 1.123 -12.174 -4.803 0.992 -30.209 -30.231

This table shows percentage changes in the population choosing each district’s home culture, the population choosing the Southeast English
culture, the Herfindahl-Hirschman Index of culture shares, and the share migrating from their district of birth. In each group, the first
column gives the total percentage change in the quantity of interest under the counterfactual relative to the observed outcome, the second
gives the percentage change implied by the share in each location choosing it, fixing origin populations at the observed level. The first row
replaces destination utilities with their estimated 1851 value, the second replaces the populations migrating from each location with their
1851 value, the third replaces migration costs with those estimated from 1851 data, and the fourth replaces all three.

cluster. Changes to migration costs, which led to large decreases in the share migrating outside

the district of birth relative to 1911, pushed in the opposite direction in the aggregate. In

the counterfactual, the home culture population increases, the Southeast culture population

decreases, and concentration increases. While the net direction of these results differs from

the other two, the spatial patterns are broadly similar. The increase in home cultures is due

to a much larger increase in the share choosing home cultures in the periphery.

While the net effect of economic change was to diminish regional cultures and increase the

Southeast English culture, the effects were extremely heterogeneous across regions. Figure 10

shows kernel densities of the changes in shares choosing the home and Southeast cultures

under these different counterfactuals. Across both outcome variables and all counterfactual

scenarios, for a large share of districts the sign of the effect was in the opposite direction to

the average.

Figure 10: Densities of percentage changes in shares choosing home culture and Southeast
England culture under different counterfactual scenarios

30



The spatial distribution of industrialization in this period partially accounts for this

heterogeneity. The largest counterfactual increases in the share choosing the home culture are

in parts of North Wales, Northern England, and East Anglia (the far east of England) that

did not industrialize during this period but were close to other regions that did (see Figure

2). In these places, industrialization in other clusters—South Wales and the areas around

Newcastle and London—increased the incentive to assimilate into these proximate clusters.

The uneven pattern of industrialization also explains heterogeneity in the effects on the

popularity of the Southeast English culture. The regions in which this culture increases in the

counterfactuals are the Southwest of England and the South Wales coalfield. Industrialization

in South Wales pulled migrants from Southwest England who would have otherwise gone to

the Southeast, while increased opportunities in the Southeast decreased the rate of migration

from the Southeast to the Southwest.

Figure 11: Spatial distribution of percentage changes in shares choosing home culture under
different counterfactual scenarios

In addition to changes in industrialization, the interaction between changing migration

costs and the level of industrialization contributed to the patterns we observe. The simulations

which just change migration costs display a similar pattern to those that change the spatial

distribution of economic activity. Falling migration costs also lead to decreases in the share

choosing the home culture in places near industrial hubs allocated to different clusters.

Reducing the cost of migration increases the probability of migration outside the cluster.

Similarly, the counterfactual decreases in the share choosing the Southeast cluster are largest

on the periphery, in Wales and North England. Decreasing the cost of migration increased
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Figure 12: Spatial distribution of percentage changes in shares choosing Southeast culture
under different counterfactual scenarios

the pull from the periphery to London, but did not pull in other migrants, who would have

brought other cultures, to the periphery.

5.2 Model-Implied Elasticities of Cultural Choice to the Real Wage

Section 3 raised the question of how cultural choices evolve in response to industrialization.

We provide a model-based answer—and further quantify heterogeneity—by examining how

cultural choices in each location change in response to development in that location, holding

all other parameters constant. For each district, we run a separate simulation in which we

increase vθd by 1% in that district, and record the change in cultural choices in that district.

The answer is that it depends upon geography. As shown in Figure 13, in locations on the

periphery, an increase in vθd bolsters the local culture and reduces the appeal of the Southeast

culture. In the center, local industrialization shores up the culture of the Southeast, in some

cases at the expense of the home culture.

Table 6 examines the observed relationship between changes in vθd, changes in industri-

alization, and changes in cultural choices. In models (1) and (4), we regress the change in

log σ at the district-culture level between the 1841–1860 and 1861–1895 cohorts against

the changes in the log of vθd and log manufacturing workers per capita, between 1851 and

1911. We interact the independent variable with the share choosing the culture in the early

cohort.8 The rationale for this specification is that if industrialization bolstered local cultures,

8Note that since choices of different cultures are by construction negatively correlated within a district,
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Figure 13: Elasticities of cultural choices to migration pull factors

We run one counterfactual simulation for each district in which we increase the migration pull vθd by 1%, and
solve for the new equilibrium cultural choices σ in each location. The map on the left shows the elasticity
implied by this 1% shock of σ for each location’s cluster as allocated based on surnames; the map on the
right shows the elasticity of σ for the Southeast cluster.

it should increase the share choosing cultures which were popular in a period of reduced

industrialization, and so the interaction term would be positive, while if it undermined them,

the interaction term should be negative. We do not find evidence of a clear effect in either

direction. In models (2) and (5) we instead interact industrialization with our model-implied

elasticity. We find that the interaction is positive, precisely estimated, and robust to the

addition of district fixed effects. This exercise demonstrates the utility of our structural

approach relative to a reduced-form analysis. We need theoretically-motivated measures to

make sense of heterogeneity.

What explains how cultural choices respond to local economic change? While we cannot

derive closed-form expressions for the general equilibrium elasticities, we can analyze the

elasticities predicted by the model holding some of the general equilibrium components fixed.

and industrialization varies at the district level, the coefficient on industrialization in an un-interacted model
should be close to zero.
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∆ lnσ

(1) (2) (3) (4) (5) (6)

σ1841−1860 −1.886 −1.787
(0.107) (0.086)

Model-implied elasticity 0.003 0.004 −0.004 −0.002
(0.001) (0.001) (0.001) (0.001)

∆ θ ln vd 0.006 0.006
(0.009) (0.005)

∆ θ ln vd × σ1841−1860 −0.020
(0.057)

∆ θ ln vd× elasticity 0.005 0.004
(0.001) (0.001)

∆ ln Mf workers 0.009 0.004
(0.008) (0.004)

∆ ln Mf workers ×σ1841−1860 −0.060
(0.044)

∆ ln Mf workers × elasticity 0.003 0.002
(0.001) (0.001)

District FE x x
N 7345 7345 7345 7300 7300 7300
R2 0.562 0.524 0.590 0.562 0.525 0.592

This table shows OLS estimates at the district-by-cluster level. The dependent variable is the change in the log share
choosing the culture in the district, between the 1841–1860 cohort and the 1861–1895 cohort. Models (1) and (4) examine
the direct effects of changes in migration incentives or manufacturing on cultural choices interacted with the share choosing
the culture in the 1841–1860 cohort, (2), (3), (5) and (6) interact these economic fundamentals with the model-implied
elasticity of σ to vθd, estimated by simulating a 1% increase in vθd separately for each district. All models include cluster
fixed effects, (3) and (6) add district fixed effects. Standard errors clustered by district in parentheses.

Table 6: Relationship between industrialization and cultural change, moderated by model-
implied elasticities
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Log-differentiating equation (3) gives the following expression for the elasticity of σko to vθo :

∂ lnσko
∂ ln vθo

= φ
∂ lnΩk

o

∂ ln vθo
− φ

K∑
l=1

σlo
∂ lnΩl

o

∂ ln vθo

Note that the term on the right is a summation over all different cultures, and so will

feature in elasticities of cultural choice to economic change regardless of the culture in

question. Within-location variation in how individuals embrace different cultures in response

to economic change will depend only on the left term, the elasticity of Ωk
o to vθo . The real

wage vo enters Ω
k
o both directly, and by affecting the number of members of culture k in o

through migration. Taking the log partial derivative of Ωk
o with respect to vθo , holding m

k
o

constant, gives the following expression:

∂ lnΩk
o

∂ ln vθo
=

(
voδooξ

k
o

)θ (
mk
o

)α
Ωk
o

(6)

This partial equilibrium elasticity is equivalent to the share of people of culture k in location

o who choose to remain in location o. We calculate this quantity using the gravity fixed

effects (which provide
(
voξ

k
o

)θ (
mk
o

)α
), estimated migration costs, and calculated values of Ωko

from Section 4. Conditional on district fixed effects, this measure is very strongly correlated

with the general equilibrium elasticities (Table A-4), with an R2 of 0.98.

Equation (6) helps us say more about which cultures in which locations will grow in

response to local economic growth, and why. The culture-specific components of the numerator

capture exogenous (ξko ) and endogenous (mk
o) preferences of people of culture k for that

location. A positive shock to the real wage in location o influences people’s choices for culture

k more than other cultures if there are non-economic benefits to being of culture k if one

lives in o. These components explain why for most locations the general equilibrium elasticity

for the home culture is positive. The denominator captures migration opportunities across

locations for an individual of culture k in location o. The magnitude of in-migration of people

of culture k (which increases mk
o in the numerator) relative to opportunities to migrate to

other locations as a member of culture k (the denominator) accounts for the core-periphery

pattern we observe in Figure 13. In locations on the periphery, the migration pull of the

Southeast cluster is small, but the in-migration of members of the Southeast culture is smaller,

which makes the appeal of the Southeast for those remaining in the district weaker.
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Table 7: Counterfactual estimates from homogenizing culture

Counterfactual %∆ Ave. vθd %∆ share migrant

Removing non-S E ψko 2.447 1.241
Removing non-S E ψko and fixing ξkd = 1 -0.394 0.136
Doubling S E ψko 0.832 0.278
Halving S E ψko -0.553 -0.117
Fixing ψko to have same average for all cultures -0.489 0.094

This table shows percentage changes in the average vθd and share migrating under different counterfactual scenarios.

The first replaces all cultural choice preferences ψk
o with zero for cultures other than the Southeast. The second

adds to this specification by also fixing ξkd to one for all destinations. The third replaces ψk
o with double its value

for the Southeast culture, the fourth with half its value. The fifth rescales ψk
o so that the average value for all

cultures is equal.

5.3 Effects of Cultural Homogeneity on Migration and Economic Outcomes

We now turn to whether rising cultural homogeneity affected economic outcomes. Because

culture-specific preferences and homophily influenced where people migrated, changing the

popularity of different cultures should alter the spatial distribution of population, and, if

doing so directs more people towards locations with higher real wages, increase average income

(vd). Table 7 shows the results of different counterfactual simulations, primarily changing the

ψko matrix of place-specific preferences for choosing particular cultures. Total assimilation

into the Southeast culture, achieved by setting all non-Southeast ψko values to zero, increases

the average vθd by 2.4%. If we think of vd as representing the real wage in location d, under

constant returns to scale, then given an estimate of θ, the elasticity of migration to wages, we

can infer the effect on average wages. Tombe and Zhu (2019), using data from China, estimate

elasticities of migration to wages between 1.2 and 1.6, and use 1.5 in their analysis, which

would suggest that the estimate in the first row of Table 7 corresponds to around a 1.6%

increase in average wages. Morten and Oliveira (2023) estimate a migration elasticity of 4.5 in

Brazil, corresponding to a 0.5% increase in average wages in response to full homogenization

into the Southeast culture. Caliendo et al. (2021) estimate a much lower elasticity of 0.5, albeit

in a dynamic model of migration in Europe. The positive effect of homogenization into the

Southeast culture on economic output is due to the particular preferences of members of the

Southeast culture for particular locations. If we set all culture-specific destination migration

preferences to 1, we find that cultural homogeneity in fact decreased average vθd. Figure 14

shows that both counterfactuals redistribute population across regions, away from rural parts

of the North and Wales. More moderate changes to the popularity of the Southeast cluster

have more moderate effects, while rescaling ψko so that the average value for all cultures is

equal decreases average vθd.
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Figure 14: Changes in population distribution from homogenizing culture

These maps show the percentage change in destination populations under counterfactual simulations that
replace cultural preference terms ψk

o for all cultures except the Southeast culture with zero. The figure on the

right also replaces all culture-specific migration preferences
(
ξkd
)θ

with 1.

6 conclusion

We have examined the role of migration in changing the cultural map of 19th century

industrializing England and Wales. Using rich census microdata on individuals’ names and

migration choices, we find that industrialization during the Second Industrial Revolution led

to the loss of local identities and a shift towards the culture of London, but also heterogeneity

in the degree of cultural change. We develop and estimate a quantitative spatial model

that allows us to characterize this heterogeneity. The model indicates that industrialization

leads to the dilution of local cultures in central locations, which receive many migrants from

different cultures, but promotes cultural retention in peripheral areas by lowering incentives to

out-migrate. Our model further allows us to quantify the contribution of cultural homophily

in migration decisions and its economic implications. Preference for local cultures moves

people away from locations that could offer them higher wages, lowering average income.

Our findings both confirm and expand insights of modernization scholars on the homog-
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enizing effects of industrialization and the role of labor migration (Deutsch, 1969; Gellner,

2006; Weber, 1976). The conventional wisdom in this literature is that migration drives the

adoption of common identities and the loss of cultural distinctiveness. While we find this

to be true on average, we also show that the effects of migration differ depending on the

context. The modernization literature has identified multiple mechanisms through which

industrialization led to both homogenization and differentiation of cultures and identities

(Deutsch, 1969; Gellner, 2006). Our results suggest that labor migration is a distinct, but

underappreciated channel that likely also contributed to both these developments.

How do the insights from 19th century Britain travel to other country contexts? Our

framework is general enough to apply to any situation in which economic activity changes

across space and people make migration decisions driven by both economic and cultural

considerations. Empirically, the result that peripheral regions may be more likely to resist

assimilation into a dominant culture if they develop economically could rationalize patterns

we observe in other parts of Europe during the 19th and early 20th centuries. The cases

of Catalonia and the Basque country in Spain, or Bavaria in Germany also correspond to

industrializing peripheral areas with distinct identities. Discouragement of out-migration may

have contributed to cultural retention in those regions, while peripherality muted the effects

of in-migration from different cultures into their main industrial centers.

More broadly, the migration link between industrialization and cultural change is relevant

for the literature on nation-building. The formation of national identities is thought to

be primarily a task of the state, which homogenizes populations through coercion (Tilly,

1975; Mylonas, 2013), conscription (Weber, 1976) or education (Hobsbawm, 1992). Our

findings in a context in which the state did not engage in any of these strategies suggest

not only that spatial changes in the pattern of economic activity can be sufficient forces for

cultural unification, but also that industrial policy, besides its more well-documented role in

restructuring economic activity (Juhász, Lane and Rodrik, Forthcoming), can be used as a

tool for nation-building.
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ln migrants

(1) (2) (3)

different cluster −1.861 −0.226 −0.083
(0.074) (0.050) (0.033)

ln distance −1.532 −1.475
(0.083) (0.075)

county-pair FE x
N 273400 273400 273400
pseudo R2 0.352 0.701 0.767

This table shows the results of regressions of log migration
flows between registration districts in 1851 against an indicator
for whether the origin and destination district are in different
clusters, and log distance between the subdistrict centroids. The
unit of analysis is the origin-destination district pair, restricted
to pairs where the origin does not equal the destination. Models
are estimated by poisson pseudo-maximum likelihood. All models
have fixed effects for the origin and destination district. Model (3)
adds fixed effects for each pair of origin and destination counties.
Standard errors clustered by origin and destination district in
parentheses.

Table A-1: People in 1851 tended to migrate within-cluster

A-10 Spatial distribution of percentage changes in shares choosing Southern culture

under different counterfactual scenarios, using linguistic clusters . . . . . . . 20
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probability of marriage ×1000

(1) (2) (3) (4)

different cluster −0.376 −0.102 −1.141 −0.924
(0.028) (0.010) (0.065) (0.056)

same district 0.931 1.036
(0.062) (0.071)

parish FE x x
cluster-by-parish FE x x
DV mean 1.12 1.12 1.12 1.12
N 321382 321382 321382 321382
R2 0.531 0.539 0.535 0.545

This table shows the results of regressions of the probability of a given man-woman
couple resident in the same parish being married (multiplied by 1000) against an
indicator for whether both were born in the same cluster. The unit of analysis is
the parish-man cluster-woman cluster-same district indicator, and observations are
weighted by the number of potential couples in the unit—this is equivalent to a
regression at the individual parish-man-woman level in which the dependent variable
is a binary indicator of whether they are married. Models (1) and (2) have parish of
residence fixed effects, (3) and (4) add fixed effects for the residence parish interacted
with the man and woman’s birth cluster. (2) and (4) also control for an indicator
that both man and woman were born in the same registration district. Standard
errors clustered by parish in parentheses.

Table A-2: People in 1851 tended to marry within-cluster
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∆ ln share home culture

(1) (2) (3)

∆ ln out-migrants / pop −0.281
(0.061)

∆ ln in-migrants / pop −0.066
(0.026)

∆ ln Mf workers −0.017
(0.031)

N 783 782 783
R2 0.062 0.027 0.002

This table presents the results of district-level regressions of the change in
the log share assigned names most associated with the culture to which we
allocate the district based on surnames before 1800, against migration and
industrialization. The independent variable in (1) is the change in the log
number of people over 16 living outside the cluster divided by the number
born in the district, 1851–1901. In (2), it is the change in the log number
of people over 16 living in the district born outside the cluster, divided by
the number born in the district, 1851–1901. In (3), the change in the log
number of manufacturing workers, 1851–1901. Observations are weighted by
the number allocated namescores in the 1851–1860 cohort. Robust standard
errors in parentheses.

Table A-3: Relationship between migration and the popularity of the home culture

General equilibrium elasticity

(1) (2) (3) (4)

Partial equilibrium elasticity 4.160 214.367 4.116 214.455
(0.540) (1.596) (0.537) (1.591)

District FE x x
Cluster FE x x
N 7345 7345 7345 7345
R2 0.011 0.977 0.017 0.978

This table shows OLS estimates at the district-by-cluster level. The dependent variable is the
model-implied general equilibrium elasticity of σk

o to vθo , the independent variable is the partial
equilibrium elasticity, calculated as the gravity-model predicted share of people of culture k in o
not migrating from location o. Models (2) and (4) include district fixed effects, (3) and (4) cluster
fixed effects. Standard errors clustered by district in parentheses.

Table A-4: Relationship between partial and general equilibrium elasticities
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Figure A-1: Registration districts containing coal deposits
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Figure A-2: Change in log share choosing the Southeast England cluster. Left panel is
observed change between those born 1841–1860 and those born 1861–1895, right panel is
change between counterfactual using 1851 estimates of migration costs, population, and
destination utilities, and observed values for those born 1861–1895
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B quantifying changes in migration costs

This appendix discusses the estimation of migration costs in a gravity model, and how this

approach allows us to distinguish between the effects on migration of changes to the incentives

to migrate to different destinations and changes to costs. Suppose that people migrate to

locations based in part on differing utilities in the destination vd, in part based on inverse

migration costs δod, and in part based on idiosyncratic preferences for specific locations εdi

drawn iid from a Fréchet distribution with shape parameter θ. This setup is similar to the

model of migration in Section 4, but differs in ignoring culture and homophily. The utility

individual i receives from migrating from o to d is thus:

uodi = vdδodεdi

From the properties of the Fréchet distribution, the number of people choosing to migrate

from location o to location d is

mod =
(vdδod)

θ∑N
j=1 (vjδoj)

θ
no

where no is the number of individuals originating in o. Taking logarithms gives the following

linear equation:

ln (mod) = ln
(
vθd
)︸ ︷︷ ︸

Destination FE

+ θ ln (δod)︸ ︷︷ ︸
ln migration cost

+ ln

(
no/

N∑
j=1

(vjδoj)
θ

)
︸ ︷︷ ︸

Origin FE

If we parameterize migration costs as consisting of geographical distance and a binary effect of

leaving one’s location, δθod = distanceβ1od exp
(
β21{o=d}

)
, we can estimate the following model:

ln (mod) = γd + β1 ln (distanceod) + β21{o=d} + γo + εod

The destination fixed effects γd provide an estimate of incentives to migrate to destinations,

the coefficients β1, β2 on log distance and the indicator that the origin and destination are

the same provide a measure of migration costs.

Given these estimates, and the population at each origin, we can predict the number of

migrants from each origin to each destination. We can also decompose the contribution of

different components to changes in migration rates over time, for instance by fixing origin

populations and migration costs and varying the destination fixed effects.
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Figure A-3 shows predicted rates of out of cluster migration from gravity models. The

red line uses year-specific population and destination utilities and migration costs estimated

from year-specific data. The green and blue lines use year-specific estimated migration costs

and destination utilities, respectively, and fix the other variables at their 1851 levels. This

figure shows that while changes in destination utilities contributes to an increase in out of

cluster migration 1851–1911, most of the increase in migration is attributable to costs.

Figure A-3: Decomposing the change in inter-cluster migration into contributions from
changing migration costs and destination utilities

C equilibrium uniqueness

Allen, Arkolakis and Li (2020) provide conditions for equilibrium existence and uniqueness in

spatial economic models. Their analysis focuses on an economic model with N agents and H

types of interactions in which the equilibrium can be reduced to a set of N ×H equations of

the form

xih =
N∑
j=1

fijh(xj1, ..., xjH) (7)

where xij is the equilibrium outcome for each agent in each interaction and fijh is a differen-

tiable function that governs the interactions between agents. One can construct an H ×H

matrix of uniform bounds of the elasticities of these fijh functions,

Ahh′ = sup
i,j

(∣∣∣∣∂ ln fijh∂ lnxjh′

∣∣∣∣)
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Theorem 1 of Allen, Arkolakis and Li (2020) states that if the spectral radius of this matrix—

the largest absolute value of its eigenvalues—is less than one, the equilibrium exists, is unique,

and can be computed by iterating equation (7).

The main theorem requires that the fijh function only takes as arguments equilibrium

outcomes pertaining to agent or location j. Remark 1 gives an additional result for cases

where fijh takes as arguments equilibrium outcomes pertaining to other agents or locations

as well. The results of Theorem 1 hold in such cases if one replaces the uniform bound on the

elasticity with the uniform bound on the sum of elasticities.

To apply this theorem, we need to rewrite the equilibrium conditions of our model in a

form consistent with equation (7).

Note that we can write (1), the number with culture k migrating from o to d, as

mk
od =

(
vdδodξ

k
d

)θ (
mk
d

)α
Ωk
o

(
Ωk
o

)φ
ψko∑K

l=1 (Ω
l
o)
φ ψlo

no =
(
vdδodξ

k
d

)θ (
mk
d

)α
no

(
Ωk
o

)φ−1
ψko∑K

l=1 (Ω
l
o)
φ ψlo

we can therefore write the total number of migrants of culture k in d as

mk
d =

N∑
o=1

(
vdδodξ

k
d

)θ (
mk
d

)α
no

(
Ωk
o

)φ−1
ψko∑K

l=1 (Ω
l
o)
φ ψlo

Defining qkd =
(
mk
d

)1−α
, we can rewrite this equation as

qkd =
N∑
o=1

(
vdδodξ

k
d

)θ
no

(
Ωk
o

)φ−1
ψko∑K

l=1 (Ω
l
o)
φ ψlo

Similarly we can rewrite

Ωk
o =

N∑
j=1

(
vjδojξ

k
j

)θ (
qkj
) α

1−α

We can thus express our equilibrium in terms of a set of N × K × 2 equations of the

form Ωk
o =

∑N
d=1 g

k
od(q,Ω) and qkd =

∑N
o=1 h

k
od(q,Ω). In relation to Allen, Arkolakis and Li

(2020), here we treat N ×K location-by-culture pairs as the set of locations and Ωk
o and qkd

as the two types of equilibrium outcomes.9 Note that the gkod function depends only on qkj ,

and is thus consistent with equation (1) of Allen, Arkolakis and Li (2020). The hkod function

depends on both Ωk
o and Ωl

o ∀l ≠ k. We must apply Remark 1 of Allen, Arkolakis and Li

(2020) which gives a condition related not to the uniform bound on the elasticity but to the

9One can think of the summations for Ωk
o and qkd as summing over all location-culture pairs, but with the

g and h functions returning zero if the culture does not equal k.
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uniform bound on the sum of the elasticities.

The relevant matrix of uniform bounds on the elasticities is then

A =

supo,d,k

∣∣∣∂ lnhkod∂ ln qko

∣∣∣ supo,d,k
∑K

l=1

∣∣∣∂ lnhkod∂ lnΩl
o

∣∣∣
supo,d,k

∣∣∣∂ ln gkod
∂ ln qkd

∣∣∣ supo,d,k

∣∣∣∂ ln gkod
∂ lnΩk

d

∣∣∣


Note that
∂ lnhkod
∂ lnΩk

o

= φ− 1− σkoφ,
∂ lnhkod
∂ lnΩl

o

= −σloφ

where σlo is the share choosing culture l in location o. The sum of these absolute values is

then
K∑
l=1

∣∣∣∣∂ lnhkod∂ lnΩl
o

∣∣∣∣ = ∣∣φ− 1− σkoφ
∣∣+ ∑

l∈{1,...,K\k}

σloφ

Given that
∑

l∈{1,...,K\k} σ
l
o = 1− σko , we can rewrite this equation as

K∑
l=1

∣∣∣∣∂ lnhkod∂ lnΩl
o

∣∣∣∣ = ∣∣φ (1− σko
)
− 1
∣∣+ φ

(
1− σko

)
If φ

(
1− σko

)
≤ 1, this expression equals 1. If φ

(
1− σko

)
> 1, it equals 2φ

(
1− σko

)
− 1, which

is maximized at σko = 0. This expression is therefore bounded by max (2φ− 1, 1)

For the other entries in A,
∂ ln gkoj
∂ ln qkj

=
α

1− α

and the two diagonals are zero.

We can therefore write

A =

(
0 max(1, 2φ− 1)∣∣ α

1−α

∣∣ 0

)

The spectral radius of this matrix is ρ(A) =
√∣∣ α

1−α

∣∣max(1, 2φ− 1). The condition that

ρ(A) < 1 will be satisfied if α
1−α max(1, 2φ− 1) < 1
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D alternative cultural clusters

In this section we examine how results from the paper change using alternative cultural

clusters. We focus on two sets of clusters. First, we group counties into the regions used to

coordinate civil defence during the Second World War. This grouping was made after the

changes we study, but it was one of the first administrative geographies above the county

level, and gives a similar number of regions to the cultural clusters we estimate. The point

is not that this grouping combines culturally-similar regions, but rather provides a way of

combining adjacent counties. The left panel of Figure A-4 shows these regions.

Second, we estimate clusters using data on medieval English from A Linguistic Atlas of

Late Medieval English (Benskin et al., 2013). This source codes the appearance of linguistic

features in geocoded medieval texts. We create a measure of the similarity between these

sources based on the share of common linguistic features, and then run the Louvain graphical

clustering algorithm on the similarity matrix. Relative to the spectral algorithm we use with

surname data, the Louvain algorithm is well-suited to data that already encodes the distance

between entries. It also automatically estimates the optimal number of clusters. We allocate

districts to clusters based on the most common cluster among the 7 sources closest to the

district. Because the data only applies to England, we allocate Wales to its own cluster. The

right panel of Figure A-4 shows these clusters.

The pattern we observe in Figure 3, whereby by the start of the twentieth century, most

of England was sucked into the Southeast-English culture, with exceptions in Wales and the

Northeast, holds under these different clusters. Figures A-5 and A-6 both show the cluster

with the highest name score among those born in each district 1851–1860 and 1901–1910,

calculated using the two alternative clusters. Using civil defence regions, the hegemonic

culture by 1910 is London, with linguistic cultures, the large Southern English cluster. These

patterns suggest that the rise of the Southeast that we observe in the main text is primarily

the rise of London.

We examine how both our reduced-form and structural findings change as we change

the cultural clusters. For the reduced-form analyses in Table 2, we simply re-calculate name

scores, migration flows from districts to clusters, and our coal-based instrument, using the

different cluster allocations. For the structural analyses, we calculate name scores and cluster-

by-migration flows using the new clusters, and calibrate the model using the elasticities we

estimate in the main body of the paper. We then examine whether the cultural changes

predicted by the model conform to actual cultural changes, as in Table 4. We re-run the main

counterfactual simulations and examine the new predictions for the aggregate changes of the

hegemonic culture (London in the case of the civil defence regions, and the large Southern

11



Figure A-4: Alternative cultural clusters

cluster in the case of the linguistic clusters).

Broadly speaking, our results with these alternative clusters are similar to those using

clusters based on historical surnames. Tables A-5 and A-6 show the reduced form analyses

with these new clusters, and Tables A-7 and A-8 show the relationship between changes in

predicted and actual cultural choices. The results for the civil defence regions are very close

to our baseline estimates. In a few cases the results do not hold up with the linguistic clusters,

but this is likely attributable to there being fewer clusters, which means there is less variation.

For instance, the TSLS effect of migration to a cluster on name scores is smaller and very

imprecisely estimated (Table A-6). That is to be expected as the instrument identifies off

the migration pull to different clusters due to coal deposits, which affects fewer people if the

clusters are larger.

In the structural analyses, the different-sized clusters lead to differences in quantitative

magnitudes, and to the effects on the home culture, but other effects are qualitatively similar.

Tables A-9 and A-10 show the same counterfactual outputs as Table 5, using the alternative

clusters. The effects on the popularity of the Southeastern, Southern, and London cultures, are

12



ln share migrating ln share names

(1) (2) (3) (4) (5)

name score 2.409 0.741
(0.092) (0.030)

recentered coal-predicted
ln share migrating 4.421

(0.608)
ln share migrating 0.139 0.157

(0.004) (0.011)

Name x district FE x x
District FE x x x
Cluster FE x x x x
Cluster x district FE x
Model OLS OLS First Stage OLS TSLS
First stage F-stat 52.9
N 1033825 1033825 8990 8990 8990
R2 0.240 0.919 0.262 0.941 0.940

This table presents evidence of the relationship between cultural naming choices and migration, and replicates
Table 2 using civil defence regions in the place of clusters based on surnames before 1800. Models (1) and (2) are
estimated at the name-district-cultural cluster level: the dependent variable is the log share of people with a
given name born in a given district migrating to a district in a given cultural cluster. The independent variable
is the name score for that name for the destination cultural cluster. Both models include fixed effects for the
name-district of birth combination, (1) includes fixed effects for the destination cluster, (2) interacts these with
the district of birth. (1) and (2) are weighted by the number of people with each name born in each district.
Models (3)–(5) are estimated at the district-cultural cluster level. In (4) and (5) the dependent variable is the
log share given names most associated with the cultural cluster, and the independent variable is the log share
of individuals migrating from the district to that cluster. In (5) this is instrumented for with the log share of
migrants predicted by the location of coal deposits in a gravity model, recentered following Borusyak and Hull
(2023). We permute the vector of coal deposits across district, calculate predicted log share of migrants under
each permutation, and substract the mean of this from the instrument. (3) shows the first stage. (3)–(5) all
include district and cluster fixed effects, and are weighted by the number of individuals with name scores born
in each district. Standard errors clustered by district in parentheses.

Table A-5: Relationship between migration and naming patterns, with civil defence regions
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ln share migrating ln share names

(1) (2) (3) (4) (5)

name score 2.398 0.587
(0.119) (0.030)

recentered coal-predicted
ln share migrating 1.925

(0.544)
ln share migrating 0.127 0.039

(0.004) (0.032)

Name x district FE x x
District FE x x x
Cluster FE x x x x
Cluster x district FE x
Model OLS OLS First Stage OLS TSLS
First stage F-stat 12.5
N 565872 565872 3292 3292 3292
R2 0.488 0.965 0.509 0.889 0.845

This table presents evidence of the relationship between cultural naming choices and migration, and replicates
Table 2 using linguistic clusters in the place of clusters based on surnames before 1800. Models (1) and (2)
are estimated at the name-district-cultural cluster level: the dependent variable is the log share of people
with a given name born in a given district migrating to a district in a given cultural cluster. The independent
variable is the name score for that name for the destination cultural cluster. Both models include fixed effects
for the name-district of birth combination, (1) includes fixed effects for the destination cluster, (2) interacts
these with the district of birth. (1) and (2) are weighted by the number of people with each name born in
each district. Models (3)–(5) are estimated at the district-cultural cluster level. In (4) and (5) the dependent
variable is the log share given names most associated with the cultural cluster, and the independent variable
is the log share of individuals migrating from the district to that cluster. In (5) this is instrumented for with
the log share of migrants predicted by the location of coal deposits in a gravity model, recentered following
Borusyak and Hull (2023). We permute the vector of coal deposits across district, calculate predicted log
share of migrants under each permutation, and substract the mean of this from the instrument. (3) shows the
first stage. (3)–(5) all include district and cluster fixed effects, and are weighted by the number of individuals
with name scores born in each district. Standard errors clustered by district in parentheses.

Table A-6: Relationship between migration and naming patterns, with linguistic clusters
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lnσ1861−1895 − lnσ1841−1860

(1) (2) (3) (4)

lnσ1861−1895 − lnσ1851 counterfactual 0.363 0.278 0.252 0.103
(0.036) (0.043) (0.027) (0.026)

District FE x x
Cluster FE x x
N 8999 8999 8999 8999
R2 0.019 0.065 0.640 0.688

This table shows OLS estimates at the district-by-cluster level, replicating Table 4 using civil defence
regions. The independent variable is the change in the log share choosing each culture between the
counterfactual estimated using 1851 destination utilities vθd, starting populations, and migration costs
and the observed value for those born 1861–1895. The dependent variable is the change between
the observed value for those born 1841–1860 and those born 1861–1895. Model (2) adds district
fixed effects, (3) adds cluster fixed effects, (4) adds both. Standard errors clustered by district in
parentheses.

Table A-7: Relationship between change in log σ relative to 1851 counterfactual and relative
to 1841–1860 cohort, with civil defence regions

lnσ1861−1895 − lnσ1841−1860

(1) (2) (3) (4)

lnσ1861−1895 − lnσ1851 counterfactual 0.437 0.382 0.094 −0.086
(0.060) (0.069) (0.028) (0.026)

District FE x x
Cluster FE x x
N 3306 3306 3306 3306
R2 0.020 0.080 0.799 0.865

This table shows OLS estimates at the district-by-cluster level, replicating Table 4 using linguistic
clusters. The independent variable is the change in the log share choosing each culture between the
counterfactual estimated using 1851 destination utilities vθd, starting populations, and migration costs
and the observed value for those born 1861–1895. The dependent variable is the change between
the observed value for those born 1841–1860 and those born 1861–1895. Model (2) adds district
fixed effects, (3) adds cluster fixed effects, (4) adds both. Standard errors clustered by district in
parentheses.

Table A-8: Relationship between change in log σ relative to 1851 counterfactual and relative
to 1841–1860 cohort, with linguistic clusters
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Figure A-5: Changing popularity of cultures, using civil defence regions as clusters

very similar across these specifications, which increases our confidence in our conclusion that

economic changes during the 1851–1911 period bolstered the hegemonic culture. The spatial

patterns of counterfactual changes in adoption of these cultures are also similar (Figures A-8

and A-10). Our estimates for the effects on the popularity of home cultures differ in their

aggregate magnitudes but follow similar spatial patterns (Figures A-7 and Figures A-9). Using

civil defence regions, the counterfactual simulations imply that economic changes had a larger

negative effect on home cultures, which increase in popularity by 4% fixing population in the

counterfactual, relative to an estimate of 1% given clusters based on surnames. This difference

is likely attributable to the hegemonic culture, London, corresponding to a much smaller

region. Areas in the Southeast outside London that are pulled towards London are coded

in the main text as experiencing an increase in the popularity of the home culture, whereas

with civil defence regions they are coded as experiencing a decrease. Differing boundaries

affect our estimates using linguistic clusters in the opposite direction. Locations in the West

of England that shifted towards the Southeast are coded as experiencing an increase in the

home culture.
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Figure A-6: Changing popularity of cultures, using linguistic clusters

Table A-9: Counterfactual estimates with civil defence regions

Home culture pop. London culture pop. σ HHI Share migrant

Counterfactual %∆ fixing pop. %∆ fixing pop. %∆ %∆ fixing pop.

1851 vθd 0.837 0.837 -5.411 -5.411 -0.577 -3.540 -3.540
1851 starting populations -14.267 -0.791 -10.759 -1.144 -0.552 3.508 0.065
1851 migration costs 4.281 4.281 -0.824 -0.824 1.722 -25.359 -25.359
All three -8.276 4.024 -13.250 -5.577 2.185 -30.139 -30.162

This table shows the same counterfactual outputs as Table 5, using civil defence regions in place of clusters based on surnames before 1800.
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Table A-10: Counterfactual estimates with linguistic clusters

Home culture pop. S culture pop. σ HHI Share migrant

Counterfactual %∆ fixing pop. %∆ fixing pop. %∆ %∆ fixing pop.

1851 vθd 0.094 0.094 -3.384 -3.384 0.131 -3.893 -3.893
1851 starting populations 1.817 -0.426 -8.320 -0.256 -0.008 3.515 0.069
1851 migration costs 2.072 2.072 -0.499 -0.499 1.807 -24.941 -24.941
All three 5.008 1.773 -9.431 -3.130 3.140 -30.144 -30.219

This table shows the same counterfactual outputs as Table 5, using linguistic clusters in place of clusters based on surnames before 1800.

Figure A-7: Spatial distribution of percentage changes in shares choosing home culture under
different counterfactual scenarios, using civil defence regions as cultural clusters
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Figure A-8: Spatial distribution of percentage changes in shares choosing London culture
under different counterfactual scenarios

Figure A-9: Spatial distribution of percentage changes in shares choosing home culture under
different counterfactual scenarios, using linguist clusters
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Figure A-10: Spatial distribution of percentage changes in shares choosing Southern culture
under different counterfactual scenarios, using linguistic clusters
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